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Abstract
The main purpose of this study is to investigate the long-run relationship between public health care expenditure and income in Malaysia. There are many factors that affect health care expenditure positively such as income per head, population, the ageing population and national saving. The public health care is essential for economic growth and hence needs greater government involvement. The results of the unit root test indicated that all variables involved are stationary. The Johansen cointegration test can be preceded in the purpose to determine the existence of long-run relationship between variables. The precedence showed at least one cointegration vector for aggregate data models in Malaysia. Through the VECM, the aspect of goods of health care can be determined whether they are of luxury, normal or inferior levels. Different country has different health care. The results showed that Malaysia considered health care as inferior goods. Finally, there is granger causality between variables in Malaysia. Government should take steps to stabilize the economy and ensure health care is considered as normal goods. To conclude, the public health care expenditure has not only affected by the income, but also other economic variables which play significant roles towards public health care expenditure in Malaysia.
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1. INTRODUCTION

In the last two decades, in most countries, public health care expenditure grew significantly at a rate perceptibly higher than economic growth. But in most recent years, slow economic growth, privatization and the trend for a smaller public sector had induced the countries to seek appropriate policies which
attempt to control the increment of health care expenditure. Therefore, the government has been the major contributor in the health care market through its direct spending.

There are several factors that can affect the health care expenditure such as population. If population changes in a country, it can also cause the change in government spending. For instance, if the country’s population increases, so the government spending will also increase. When the government expenditure increases, it means that the public health care expenditure decreases. Therefore, many people shift to the private health care. Does any factor affect health care expenditure in the long-run?

This study investigates how the long-run relationship occurs between income and public health care in Malaysia. Other than that, this study is also conducted to determine the stage of development which can be related with health care expenditure. Another problem is to classify the kind of goods health care is whether health care is a luxury, public (normal) or inferior goods. If the health care is inferior goods, then the government has to act in order to upgrade it to normal goods. This study intends to investigate the determinants of the health care expenditure. When the income elasticity is below one, it denotes that the health care expenditure can be depicted as income elastic and eventually it becomes necessary goods. On the other hand, if elasticity estimates is greater than one, it denotes the health care as income elastic and can be said as a luxury goods. All these features illustrate that if the elasticity is greater than one, the health care expenditure will increase faster than income. Meanwhile, if it less than one, the health cares expenditure will slightly increase slowly than income. Newhouse (1987) argues that the health care expenditure is normal goods and it can be considered as income inelastic.

2. LITERATURE REVIEW

2.1. Empirical Evidence on Health Care Expenditure and Income

According to European Journal Health Economics (2003), entitled “The Income Elasticity of Health Care Spending”, the income elasticity of health expenditure can be defined as the percentage changes in health expenditure in response to given percentage changes in income. The debate over the income elasticity of public health care spending centered on the issue of using the national data and has focused on whether the elasticity is greater or less than one. Income elasticity less than one denote health care as income inelastic and therefore a ‘necessary good’. On the other hand, elasticity estimates greater than one denotes health care as income elastic and therefore a ‘luxury goods’. Some basic results have emerged from various studies. In the long-run, income elasticity of health expenditure
must be approximately one, for if it is any larger, it will take up an ever rising share of national income, and if it is lower, it will eventually disappear as an item in the nation’s budget. For developed and most middle-income countries, income elasticity is often close to one or greater than one (Matteo, 2003).

Kiymaz, Akbulut and Demir (2006) examined the long-run relationship among the per capita private, public, and total health care expenditure and per capita gross domestic product and population growth of Turkey. The authors found some evidence of multivariate cointegrating relationships among the health care expenditure and gross domestic product, and population growth. The authors further found that a bivariate cointegrating relationship between private health care expenditure and per capita gross domestic product. Accordingly, a 10 percent increase in gross domestic product would translate into a 21.9 percent increase in total health care expenditure while controlling population growth. The income elasticity of health expenditure is found to be greater than 1, implying that health care is considered as a luxury good in Turkey. Finally, the authors noted that there exists one-way causality running from per capita gross domestic product to various definitions of health care expenses.

Newhouse (1987) regresses per medical expenditure on GDP per capita for 13 countries circa 1970 and finds that over 90 percent of the variance in per capita medical expenditure in these countries can be explained by variation in per capita GDP. Newhouse found the income elasticity for health care spending greater than 1 ranging 1.15 to 1.31, and concluded that medical care, by the technical definition, is luxury goods. More recently, while health care spending is normal goods, it is income inelastic. Over the period 1940-1990 in the United States, income can only account for an increase in health expenditure of 35-70 percent, while health spending overall has increased by over 700 percent. There is a strong positive relationship between per capita health spending and per capita GDP.

According to Gbesemete and Gerdthman (1992), a cross-sectional sample of 30 African countries were used in 1984 and reported that per capita GNP was the most significant factor in explaining per capita health expenditure. The health care expenditure increased proportionally more than per capita income (income elasticity above unity).

Parkin, McGuire and Yule (1987) criticized the use of aggregate data an international comparison to estimate income elasticity. The authors suggested the use of purchasing power parity rather than exchange rate conversion to deflate cross-national series on gross domestic product (GDP) and health care expenditure and concluded that health care is a necessity rather than luxury goods.

Meanwhile, Feldstein (1987) argued that the economic factors contributing to health service demand are income, price and the value of patient’s time. In general, households with higher incomes had a greater
expenditure for health care, although the percentage of income spent on health care declines as income increases. In other words, the income elasticity of health care expenditure was less than 1.

2.2. Determinants of Health Expenditure

International, national and regional level data was used to examine health care expenditure drivers. Many studies since the 1960s have examined the determinants of health care expenditures in an effort to explain why health expenditures have increased so much. Most of these studies have used a determinants approach in which per capita health care expenditures are regressed on variables thought to affect health expenditures. Among the determinants of per capita health expenditures have been per capita incomes, the proportion of population either over 65 or under age 15, the public finance share of health care spending, urbanization, the amount of foreign aid and the number of practicing physicians per capita. Some of the studies have also incorporated a time trend variable to serve as a simple measure of technological change. The preoccupation with income as a key expenditure driver has led to a neglect of other factors such as the effect of age distribution, technological change and even expenditure inertia.

In a study by Matteo (1998), on the key determinants of real per capita provincial government expenditures on health care over the period 1965 to 1990 are real provincial per capita income, the proportion of the provincial population over age 65 a real provincial per capita federal transfer revenues. Matteo (2005) examined the determinants of real per capita health expenditure in order to assess the impact of income, age distribution and time using American state level data for the period 1980-1998 and Canadian province-level data for the period 1975-2000. The results suggested that an ageing population drives up health expenditure. Generally, real per capita health expenditure was positively and significantly related to income, time and an ageing population.

Gbesemete and Gerdtham (1992) considered the difference in health care expenditure among 30 African countries. The author expected that six variables would be of prime importance in determining health care expenditure per capita in Africa. The three variables are percentages of birth attended by health staff, gross national product per capita and foreign aid received per capita. Out of three variables, per capita GNP was the most correlated to health care expenditure as indicated by the ratio. Specifically the results indicated that when the per capita GNP increases by 10 percent health care expenditure also rises by about 1 percent. There is a positive association between per capita GNP and health care.

Hitris and Posnett (1992), used 560 pooled time series and cross section observations from 20 OECD countries over the period 1960-1987 and found a strong and positive correlation between per capita
health spending and GDP with an income elasticity of about unity. The results confirmed the importance of GDP as a determinant of health spending. The authors concluded that there is ‘an income elasticity of health spending at or around unity’.

Casasnovas and Saez (2007) pointed out whether the different relationships between health care spending and the explanatory variables are country specific. In their study, they used per capita total health expenditure, per capita gross domestic product (GDP), the percentage of population 65 years and over and public health expenditure as a percentage of total health expenditure. As a result, there was a positive relationship between income and health care expenditure. There was also a considerable dispersion both between and within countries.

Kornai and Machale (2000) found that for the OECD countries, per capita health spending was strongly related to per capita income, with elasticity of about 1.5. The elasticity for developing economies was close to one. For the developed countries, the authors found that per capita health spending tends to grow at about one and a half times the growth rate of per capita income. Per capita health spending was higher in older population, but not by as much as a simple comparison of the spending of the elderly and non-elderly would suggest. Controlling for income and demographics, there does not appear to be a secular technology-driven upward drift in health spending. The public share of total health spending was significantly negatively related to per capita income and women’s labor force participation, and positively related to the elderly dependency rate and urbanization rate. Together these variables explained about half the variation in observed public share. Political variables help to explain a significant part of the remaining variation. For the developing countries, per capita health spending increased at about the same rate as per capita income. In contrast to the developed countries, however, there is a more pronounced tendency for health spending to increase with the elderliness of the population. Spending also appeared to rise with the share of public health spending, a relationship that was not present in the developing country data.

3. METHODOLOGY

This study is to examine the long-run relationship between health care expenditure with income. The determinant of health care is examined by using the recently develop econometrics time series technique or data. Time series data is a set of observations on the values that a variable takes at different times. Such data may be collected at regular time intervals (example daily, weekly, monthly, quarterly and annually). But for this study, the researchers incorporated annual data.
Time series techniques namely the unit root test, cointegration test and Granger-causality test are done in the environment of Vector Error Correction Model (VECM). Testing for cointegration will determine whether an equilibrium relationship exists between four independent variables $P_t$ (Population), $GDP_t$ (Real Gross Domestic Product), $NS_t$ (National saving), and $AGE_t$ (Ratio of the population aged 65 years) with dependent variable $H_t$ (Public Health Care Expenditure) in the long-run. If the test results show that variables are cointegrated, then it can be concluded that these variables are moving together at least in the long run. The results of VECM will indicate the kinds of goods health care expenditure pays for, that is, inferior, normal and luxury goods.

To estimate the kind of health care expenditure, it is important to look at the coefficient in the VECM test and assume that when the health care expenditure is more than 1 the health care is a luxury goods. To determine the health care is normal goods the value of coefficient must be positive and less than 1. Finally, if the health care is negative value so the health care is inferior goods. As a result:

- If $E = 1$ health expenditure is increasing at the same rate as GDP.
- If $E < 1$ health expenditure is increasing at a lower than GDP, which means the public health sector is not high priority among the goals for social and economic development.
- If $E > 1$ health expenditure is increasing at a rate higher than GDP, this means that the public health sector has been given high priority.

The public health expenditure function can be written as follows:

$$H_t = f(P_t, GDP_t, NS_t, AGE_t)$$  

(1)

where:

- $H_t$ = Per capita Public Health Care Expenditure
- $P_t$ = Population
- $GDP_t$ = Real Gross Domestic Product
- $NS_t$ = National saving
- $AGE_t$ = Ratio of the population aged 65 years

Using natural logarithm form for function (2), will allow us to get long-run relationship between health care expenditure and income with respect to per capita public health care expenditure, population,
Gross Domestic Product (GDP), national saving and ratio of the population aged 65 years above. The equation to be estimated is as follows:

\[ H_t = \beta_1 + \beta_2 P_t + \beta_3 RGDP_t + \beta_4 NS_t + \beta_5 AGE_t + \mu_t \quad \text{...............(2)} \]

Note that \( H_t, P_t, RGDP_t, NS_t \) and \( AGE_t \) are earlier defined.

### 3.1. Unit Root Test

Unit root test has been used to test whether these variables are stationary or not. A unit root test is a statistical test for the proposition that in an autoregressive statistical model of a time series, the autoregressive parameter is one. The empirical analysis of this study will begin with the investigation of the unit root property of the four variables that was proposed in the previous section. It is crucial to identify the unit root properly before performing further estimation in order to avoid the problem of spurious regression. In this study, the unit root test that will be employed is the Augmented Dickey Fuller (ADF) test by Dickey and Fuller (1979). This testing principle was utilized by previous researchers such as Owoye (1995), Green, Holmes and Kowalski (2001), Ugo and Qing (2002), Narayan (2005) as well as Narayan and Narayan (2006).

The static test or well known as unit root test is the best and efficient way to ensure the static data test. This is because it can avoid fake regression estimation that exists in the test. Indirectly, the result for the test will fail when it ends. The static data can be referred by using the value of confident level and also the Durbin Watson (DW) value. If the coefficient value of confident level is higher than DW value, the data is not static. So, in order to make estimation, the static coefficient is needed at first. When it is not static, it shows that the min value, variance and time series data covariance is not fixed and also has the ‘trend’ characteristics. Any variables have the possibility to stay static in level shape, first differentiation or second level differentiation. If the variable is static after being differentiation at once, that means it has one integration or \( I(1) \). Otherwise, if the variable has been differentiated at ‘n’ times to become static, that shows it has the ‘n’ or \( I(n) \).

This study also uses the Augmented Dickey-Fuller test or also known as ADF and the Philip-Perron or also famous with PP test in order to observe the real position static data test, so that there will be no longer fake estimation. The ADF Unit Root test is assuming that uncorrelated interference factor and has constant variance. In this case, both tests are used to measure the static for variable a used ADF method based on regression model.
Unit root tests can be used to determine if trending data should be first differentiated or regressed on deterministic functions of time to render the data stationary. Moreover, economic theory often suggests the existence of long-run equilibrium relationships among non-stationary time series variables. If these variables are I(1), then cointegration techniques can be used to model these long-run relations. For a time series, test for unit root test is based on the following equation. The ADF unit root test is based on the $t$ ratio of the parameter and can be expressed as follows:

$$\Delta H_t = \beta_1 + \beta_2 H_{t-1} + \beta_3 \sigma + \beta_4 \Delta H_{t-1} + \varepsilon_t$$  
$$\Delta P_t = \beta_1 + \beta_2 P_{t-1} + \beta_3 \sigma + \beta_4 \Delta P_{t-1} + \varepsilon_t$$  
$$\Delta RGDP_t = \beta_1 + \beta_2 RGDP_{t-1} + \beta_3 \sigma + \beta_4 \Delta RGDP_{t-1} + \varepsilon_t$$  
$$\Delta NS_t = \beta_1 + \beta_2 NS_{t-1} + \beta_3 \sigma + \beta_4 \Delta NS_{t-1} + \varepsilon_t$$  
$$\Delta AGE_t = \beta_1 + \beta_2 AGE_{t-1} + \beta_3 \sigma + \beta_4 \Delta AGE_{t-1} + \varepsilon_t$$

where:

- $\Delta$ = first differencing operator
- $t$ = time trend
- $n$ = number of lagged term
- $\varepsilon$ = stationary random error

$n$ should be large enough to ensure that $\varepsilon_t$ is stationary random error (white noise).
According to the equation above (3), changes in every variable are first differentiating for time trend. However, \( \varepsilon_t \) is white noise disturbance terms, \( t \) is time trend or trend variables and \( n \) is the number of lagged terms. In that equation, the number of lagged terms \( n \) is chosen to ensure the errors are uncorrelated. The optimal lag length \( n \) may be selected by using Akaike information criteria. The lag order of criteria for the ADF regression is set automatically on EVIEWS package.

For example, the null and alternative hypotheses under the ADF test are as follows:

\[
H_0 : H_t \text{ is } I(1) \\
H_1 : H_t \text{ is not } I(1)
\]

The null hypothesis will be rejected if \( \beta_1 \) is found to be negative and significantly different from zero. The ADF tests for temporally dependent and heterogeneously distributed errors by including lagged innovation sequence in the fitted regression. The critical values for ADF test are given in MacKinnon (1996).

Unlike ADF test, making assumption that disturbance factor is uncorrelated and has constant variance, the PP test seems to be better than it. This is simply because the PP test includes the unpredicted problems that will occur in the disturbance factor especially if variances value is not constant. It starts when it makes assumption on these equations as stated follows:

\[
\Delta X_t = \mu_1 + \alpha X_{t-1} + \varepsilon_t \tag{4a}
\]

\[
\Delta X_t = \mu_1 + \alpha X_{t-1} + \psi + \varepsilon_t \tag{4b}
\]

Where, \( \Delta X_t \) represents the first series of differentiation for \( X_t \) while \( \psi \) shows the time trend. From (5a), \( t \)-static value and \( Z (\tau_{a,\mu}) \) must be in negative value at different significant level to create a constant \( X_t \). While in (5b) \( t \)-static value and \( Z (\tau_{a,\mu}) \) must be in negative value and the significant level is different than zero value. Hence, it proves that PP statistic test has been modified from ADF test.

3.2. Cointegration Test: Long-Run Relationship

In order to test cointegration for multiple variables, Johansen-Juselius procedure developed by Johansen and Juselius (1990) will be conducted. If there is at least one cointegrating vector, it indicates that there is long-run relationship exists among the tested variable. In other words, the existence of long-run equilibrium relationship among the tested variable is referred as cointegration (Chang and Yuan Hong, 2002).
The concept of cointegrating can be applied to a wide variety of the economics models. The general concept of cointegration is that there exists a long-run relationship between a set of time series variables, provided that the series are integrated to the same order. Series that are cointegrated move together in the long-run at the same rate. In other words, they obey an equilibrium relationship in the long-run (Davidson and MacKinnon 1993). The fundamental idea of cointegration which was developed by Eagle and Granger (1987) has several important implications that go beyond its use as a diagnostic for linear regression. Firstly, the cointegration regression measures the long-run relationships between variables. Secondly, cointegration rules out the methods should be conducted in order to modeling any dynamic relationship.

Cointegration deals with the relationships among a group of variables, where unconditionally each has a unit root. Therefore, it can be interpreted that the long-run paths of these variables are interdependent. The Johansen method applies the maximum likelihood to determine the presence of cointegrating vectors in non-stationary time series. The trace test and Eigenvalue test determine the number of cointegrating vectors. This implies a stationary long-run equilibrium relationship between the variables.

3.3. Johansen Multivariate Cointegration Test

In this analysis, the maximum likelihood cointegration test is due to Johansen (1988) and Johansen and Juselius (1990), which are utilized to test for the number of linearity independent cointegrating vectors in the system. The procedure provides more robust result than other methods when there are more than two variables (Gonzalo, 1994). The Johansen-Juselius test is important to examine whether there is long-run equilibrium between the macroeconomics variable. The cointegration test consists of two steps:

a) to determine the order of integration of the individual series. A series Yt is said to be integrated of order d times and is denoted as Yt ~ I(d).

b) to test whether the linear combination of the series that becomes stationary after first difference are cointegrated only variables of the same order of integration may constitute a cointegration relationship.

The Johansen Cointegration test is an effective method to see the relation between dependent variable and independent variable closely in a time series regression analysis. Cointegration refers to a linear combination for a variable which is not static. The cointegration measurement includes two types which
are trace test and Maximum Eigenvalue test. Both tests are used to determine the significance of the number of characteristic roots that are not different from unity. Both tests are expressed as follows:

### 3.4. Trace Test

\[ \lambda_{\text{trace}}(r) = -T \sum \ln (1 - \lambda_1) \]  
............... (5)

### 3.5. Maximum Eigenvalue Test

\[ \lambda_{\text{max}}(r, r+1) = -T \sum \ln (1 - \lambda_{r+1}) \]  
............... (6)

Where \( \lambda_i \) is the estimated values of the characteristic roots obtained from the estimated \( \Pi \) matrix, \( r \) is the number of cointegrating vectors, and \( T \) is the number of observations. The critical values for these tests are tabulated in Johansen and Juselius and Osterwald-Lenum.

### 3.6. Vector Error Correction Model (VECM)

Data which has got long-run relationship, VECM is used to test for short-run relationship. The vector error correction models (VECM) specify the short-run dynamics of each variable in the system, and in a framework that anchors the dynamics to long-run equilibrium relationships suggested by economic theory. The existence of such long-run conditions does not prevent the existence of stationary, though variable, short-run deviations from them. Phillips (1998) showed that forecasts based on a vector error correction model that explicitly estimates cointegrating relationships (if any) and unit roots are consistent and asymptotically optimal. Empirically, the literature on forecasting tends to support the superiority of the VECMs for longer-horizon forecasting, although this advantage does not seem clear for shorter horizons.

Testing causality in the Vector Error Correction Model (VECM) framework is presently at the very forefront of econometric research (Toda and Philips, 1993). The underpinnings of this approach (Engle and Granger, 1987), who demonstrated that once a number of variables (\( x_1 \) and \( y_1 \)) are found to be cointegrated. Engle and Granger (1987) show that in the presence of cointegration, there are always exists a corresponding error-correction representation. This implies that changes in the dependent variable are a function of the level of disequilibrium in the cointegrating relationship (captured by the error-correction term), as well as changes in other explanatory variables.
3.7. Granger – Causality Test

Granger Causality is a technique for determining whether one time series is useful for casting another. Ordinarily, regressions reflect mere correlations, but Clive Granger, who won a Nobel Prize, argued that there is an interpretation of a set of tests as revealing something about causality. Granger (1969) points out that if there is existence of cointegrating vector among the variables, thus, there variable must be causality among these variables at least in one direction.

However, a correlation among each variable is a subjective result and it cannot analyze the real relationship between the test variables. Hence, the best way to see that kind of relation is by referring the cause direction, using the Granger Causality test as follows:

\[
H_t = \delta + \sum_{i=1}^{a} \beta_i H_{t-i} + \sum_{j=1}^{b} \varphi_{t-j} + \mu_t \quad \text{...............}(7a)
\]

\[
P_t = \delta + \sum_{i=1}^{a} \beta_i P_{t-i} + \sum_{j=1}^{b} \eta_{t-j} + \mu_t \quad \text{...............}(7b)
\]

\[
RGDP_t = \delta + \sum_{i=1}^{a} \beta_i RGDP_{t-i} + \sum_{j=1}^{b} \zeta_{t-j} + \mu_t \quad \text{...............}(7c)
\]

\[
NS_t = \delta + \sum_{i=1}^{a} \beta_i NS_{t-i} + \sum_{j=1}^{b} \varsigma_{t-j} + \mu_t \quad \text{...............}(7d)
\]

\[
AGE_t = \delta + \sum_{i=1}^{a} \beta_i AGE_{t-i} + \sum_{j=1}^{b} \delta_{t-j} + \mu_t \quad \text{...............}(7e)
\]
Where $\delta$ is a constant variable in (7a) till (7e) equation. Meanwhile, $\beta_i$ and $\beta_j$ in the equations represent estimation coefficient. However, $\mu$ represents the disturbance term which is uncorrelated with the zero 'mean' value and also the limited co-variance. Granger Causality test hypothesis is as follows:

Hypothesis I

$H_0 : \alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = \alpha_5 = 0$

$H_1 : \alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = \alpha_5 \neq 0$

Hypothesis II

$H_0 : \lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = \lambda_5 = 0$

$H_1 : \lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = \lambda_5 \neq 0$

Null hypothesis ($H_0$) is accepted based on F-statistic result and it encourages the direction refusing of Granger Causality. Otherwise, if ($H_0$) has been refused for both equations by F-statistic, hence one way relationship of Granger Causality will exist. Inverse relationship will only exist if the causality happens in two directions. For example, real gross domestic product (RGDPt) gives an implication towards public health care expenditure per capita (Ht) and at the same time public health care expenditure per capita (Ht) also give an impact towards real gross domestic product (RGDPt).

4. FINDINGS

4.1. Background Analysis (Cross Tabulation)

Table 4.1 shows the cross tabulation among people between aged 65 above and health care expenditure in Malaysia. The column shows the health care expenditure in millions of Ringgit where its highest expenditure is less than RM 1200 millions with the value percentage is 44.44 percent. From the total of health expenditure, the highest health care expenditure is at 401-500 in thousand among people in aged 65 above with its percentage, 19.44 percent. While with the percentage 13.89 percent, the second highest health care expenditure is at 501-600 in thousand among people in aged 65 above and the third highest spending in health care is at 301-400 aged 65 above people in thousand which account for 8.33 percent. At the same time, the lowest of the health care expenditure are at the range of RM 1801-RM 2400, RM 3001-RM 3600 and RM 4201-RM 4800 millions which account for 2.78 percent.

Meanwhile, the row in cross tabulation shows people at 65 aged above in thousand. From the Table 4.1, the highest people spend their money which is less than RM 1200 millions for health care is
between 401 until 501 people with the percentage 19.44 percent. It reveals this group of people at aged 65 above in Malaysia, and they always aware of a good care of their health in order to have a prosperity life. In spite of this, they can contribute an increase in economy especially in the agriculture sector.

Besides, with the percentage 2.78 percent, there are two groups who spend the lowest money on health care. They are the group with the average 200-300 aged 65 above people in thousand with their spending less than RM 1200 millions. Another group is with the average 1101-1200 aged 65 above people in thousand with their spending more than RM 4801 millions. As the conclusion, the increase of citizen population is in accordance with the government’s expenditure on health care.

<table>
<thead>
<tr>
<th>Aged 65 Above (Thousand)</th>
<th>Health Care Expenditure (Millions of Ringgit)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;1200</td>
<td>1201-1800</td>
</tr>
<tr>
<td>200-300</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>301-400</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>401-500</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>501-600</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>601-700</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>701-800</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>801-900</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>901-1000</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>1001-1100</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>1101-1200</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TOTAL</td>
<td>16</td>
<td>5</td>
</tr>
</tbody>
</table>

**TABLE 4.1 - CROSS TABULATION BETWEEN AGED 65 ABOVE AND HEALTH CARE EXPENDITURE IN MALAYSIA**

*Note: Value in parentheses measured by percentage*

Table 4.2 explains the cross tabulation between population and national saving in Malaysia. The column shows national saving in million of Ringgits. Meanwhile, the row represents population in millions. From the table, the highest total of national saving is between RM 10001-RM 40000 million with its percentage 36.11 percent. Among this total, the highest national saving is at the population 14001-16000 millions which is 13.89 percent, while the second highest is at the population 16001-18000 millions which is 11.11 percent. With the percentage 5.56 percent, two groups of population which is at
the average 12001-14000 millions and 18001-20000 millions have their lowest national saving. Despite that, the lowest total of national saving is at the average of more than RM 160001 millions with 5.56 percent. From this total, the national saving is at the population 22001-24000 millions and 24001-26000 millions with the percentage 2.78 percent. The table 4.2 also shows the highest total of population in order to obtain the national saving at the average 120001-14000 millions with its percentage 19.44 percent. From overall total, the highest national saving is less than RM 10000 millions with 13.89 percent meanwhile the lowest national saving is between RM 10001-RM 40000 millions with 5.56 percent. In spite of this, the lowest total of population to achieve the national saving is at the average more than 26001 million with 2.78 percent and its saving is more than RM 160001 with the same percentage. Thus, if there are more citizens, the more national saving can be obtained by the government in order to increase the investment in the economy. This way can help to tighten up the bond between population and national saving in a positive manner.

### TABLE 4.2 - CROSS TABULATION BETWEEN POPULATION AND NATIONAL SAVING IN MALAYSIA

<table>
<thead>
<tr>
<th>Population (Millions)</th>
<th>&lt;10000</th>
<th>10001-40000</th>
<th>40001-80000</th>
<th>80001-120000</th>
<th>120001-160000</th>
<th>&gt;160001</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>10001-12000</td>
<td>4</td>
<td>1 (11.11)</td>
<td>2 (13.89)</td>
<td>5 (13.89)</td>
<td>4 (13.89)</td>
<td>5</td>
<td>(11.11)</td>
</tr>
<tr>
<td>12001-14000</td>
<td>5</td>
<td>2 (11.11)</td>
<td>5 (13.89)</td>
<td>4 (13.89)</td>
<td>5 (13.89)</td>
<td>4</td>
<td>(11.11)</td>
</tr>
<tr>
<td>14001-16000</td>
<td>4</td>
<td>3 (11.11)</td>
<td>2 (13.89)</td>
<td>4 (13.89)</td>
<td>4 (13.89)</td>
<td>5</td>
<td>(11.11)</td>
</tr>
<tr>
<td>16001-18000</td>
<td>2</td>
<td>1 (11.11)</td>
<td>2 (13.89)</td>
<td>3 (13.89)</td>
<td>2 (13.89)</td>
<td>5</td>
<td>(11.11)</td>
</tr>
<tr>
<td>18001-20000</td>
<td>3</td>
<td>1 (11.11)</td>
<td>2 (13.89)</td>
<td>3 (13.89)</td>
<td>2 (13.89)</td>
<td>4</td>
<td>(11.11)</td>
</tr>
<tr>
<td>20001-22000</td>
<td>2</td>
<td>2 (13.89)</td>
<td>4 (13.89)</td>
<td>2 (13.89)</td>
<td>4 (13.89)</td>
<td>4</td>
<td>(11.11)</td>
</tr>
<tr>
<td>22001-24000</td>
<td>2</td>
<td>2 (13.89)</td>
<td>4 (13.89)</td>
<td>2 (13.89)</td>
<td>4 (13.89)</td>
<td>4</td>
<td>(11.11)</td>
</tr>
<tr>
<td>24001-26000</td>
<td>1</td>
<td>2 (13.89)</td>
<td>4 (13.89)</td>
<td>2 (13.89)</td>
<td>4 (13.89)</td>
<td>4</td>
<td>(11.11)</td>
</tr>
<tr>
<td>&gt;26001</td>
<td>1</td>
<td>1 (13.89)</td>
<td>4 (13.89)</td>
<td>2 (13.89)</td>
<td>4 (13.89)</td>
<td>4</td>
<td>(11.11)</td>
</tr>
<tr>
<td>TOTAL</td>
<td>4</td>
<td>3 (11.11)</td>
<td>4 (13.89)</td>
<td>5 (13.89)</td>
<td>2 (13.89)</td>
<td>36</td>
<td>(100)</td>
</tr>
</tbody>
</table>

(NOTE: Value in parentheses measure by percentage)

#### 4.2. Unit Root Test Results

Two different unit root tests are conducted to ensure the robustness of the results in determining the univariate properties of the data. The ADF and PP unit root tests results are presented in Table 4.3. The optimal lag lengths for the ADF test were chosen based on the Akaike Information Criterion (AIC), while
for the PP test, it is based on the automatic selection procedure of Newey-West Bandwidth (1994) for Bartlett Kernel. The results of unit root test for Malaysia are represented in the Table 4.3 which reports the Augmented Dickey Fuller (ADF) and Philip-Perron test of stationary were used in the levels and first differences of series. The ADF and PP are done by including intercept and trend and intercept variables in the regression. This study used the lag length 2. Initially, the transformed value of the variable presented into the log before analysis. Based on the results for Malaysia, in the levels form, results show that the null hypothesis of the existence of a unit root cannot be rejected at the conventional significance levels because the value of test statistics is less than absolute critical values.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dickey Fuller/Augmented Dickey Fuller (DF/ADF) Unit Root Test</th>
<th>Phillips-Perron (PP) Unit Root Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level – I(0)</td>
<td>Intercept</td>
</tr>
<tr>
<td>LH</td>
<td>-1.3364</td>
<td>-2.9473</td>
</tr>
<tr>
<td>LPOP</td>
<td>-0.0675</td>
<td>-3.0798</td>
</tr>
<tr>
<td>LRGDP</td>
<td>0.8501</td>
<td>-1.7342</td>
</tr>
<tr>
<td>LNS</td>
<td>-1.7532</td>
<td>-3.0895</td>
</tr>
<tr>
<td>LAGE</td>
<td>1.7505</td>
<td>-0.2344</td>
</tr>
<tr>
<td>1st Difference - I(1)</td>
<td>Intercept</td>
<td>Trend and Intercept</td>
</tr>
<tr>
<td>LH</td>
<td>-5.9605***</td>
<td>-5.9801***</td>
</tr>
<tr>
<td>LPOP</td>
<td>-4.3815***</td>
<td>-4.3091***</td>
</tr>
<tr>
<td>LRGDP</td>
<td>-3.9242***</td>
<td>-3.9801**</td>
</tr>
<tr>
<td>LNS</td>
<td>-6.3541***</td>
<td>-6.6905***</td>
</tr>
<tr>
<td>LAGE</td>
<td>-4.4280***</td>
<td>-4.7596***</td>
</tr>
</tbody>
</table>

TABLE 4.3 - RESULTS OF UNIT ROOT TESTS FOR MALAYSIA  
(Note: ***, ** and * denote as significant at 1%, 5% and 10% respectively)

The study indicates that there are six variables namely, Ht (Health Care Expenditure), Pt (Population), RGD Pt (Real Gross Domestic Product), NSt (National saving), and AG Et (Ratio of the population aged 65 years) for Malaysia are non stationary at their levels. Nevertheless, both tests clearly show that all data are stationary in their first differences, indicating that they are I(1) processes. It is stationary after ADF and PP is applied at the first differences levels in all variables series and the result is stationary at 1 percent and 5 percent respectively significance levels. Since all the series are stationary or integrated of order one I(1), thus it allows the study to be conducted further with Co-integration tests.
4.3. Cointegration Test Result

Once the order of integration of each time series is determined, the next step is to test for the cointegration relationship among the variables in the model. The Johansen maximum likelihood method from Johansen and Juselius (1990) is utilized to examine the number of cointegrating vector(s) in the model. The cointegration test was conducted to investigate the long-run relationship between variable which include Ht (Health Care Expenditure), Pt (Population), GDPt (Real Gross Domestic Product), NSt (National saving), and AGEt (Ratio of the population aged 65 years). The outcomes of cointegration test for Malaysia are represented in Table 4.4, which shows both the result of the maximum-eigenvalue and trace statistic. The results indicate the existence of at one cointegrating vector in maximum-eigenvalue and trace statistic. At the maximum-eigenvalue, the null of non cointegration is rejected at 5 percent level. However, the null hypothesis at most one cointegrating vector cannot be rejected. This implies that there is a single cointegrating vector in the model, and consequently there is a long-run stable linear equilibrium relationship among the variables in the system. Meanwhile, looking at the results of trace statistic test supports and indicates one co-integrating vector in the health care expenditure.

<table>
<thead>
<tr>
<th>Test</th>
<th>Null</th>
<th>Max-Eigen Statistic</th>
<th>5% Critical Value</th>
<th>Trace Statistic</th>
<th>1% Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H0: r = 0</td>
<td>38.3406*</td>
<td>33.46</td>
<td>90.0051**</td>
<td>76.07</td>
<td></td>
</tr>
<tr>
<td>H0: r \leq 1</td>
<td>24.6608</td>
<td>27.07</td>
<td>51.6646</td>
<td>54.46</td>
<td></td>
</tr>
<tr>
<td>H0: r \leq 2</td>
<td>19.9665</td>
<td>20.97</td>
<td>27.0037</td>
<td>35.65</td>
<td></td>
</tr>
<tr>
<td>H0: r \leq 3</td>
<td>6.8736</td>
<td>14.07</td>
<td>7.0372</td>
<td>20.04</td>
<td></td>
</tr>
<tr>
<td>H0: r \leq 4</td>
<td>0.1637</td>
<td>3.76</td>
<td>0.1637</td>
<td>6.65</td>
<td></td>
</tr>
</tbody>
</table>

Notes: r indicates the number of co-integrating vectors. *(***) denotes rejection of the hypothesis at the 5%(1%) level.

4.4. Vector Error Correction and Granger Test Results

There is a long-run stable relationship between variable that are Ht (Health Care Expenditure), Pt (Population), GDPt (Real Gross Domestic Product), NSt (National saving), and AGEt (Ratio of the population aged 65 years). An equation can be formed to further identify the relationship between between public health care expenditure and income in Malaysia. The formation of the equation is based on the vector error correlation estimate where all the values are the normalized coefficients for the dependent variable in the model. The equations are as follows:

\[
Ht = 64.4324 - 7.2729 Pt - 3.4299 RGDPt + 1.0130 NSt + 2.9092 AGEt \\
(-5.2977) \quad (-8.4187) \quad (6.8066) \quad (2.7142)
\]

.... (1)
The equation (1) is based on the vector error correlation estimates for Malaysia. The figure in parentheses is t-statistic. Based on equation (1), there is a negative relationship between health care expenditure and population in the long-run. From that equation, when population increase and health care expenditure decrease because people change from public health care to private health care. The estimated equation shows that a 1 percent increase in population will decrease in health care expenditure with value -7.27 percent. The equation shows negative relationship between health care expenditure and real gross domestic product. It means that when real gross domestic product increase and health care expenditure decrease because at that time health care is an inferior good. Meanwhile, referring to equation there is a significant positive relationship between health care expenditure and national saving. Since the government revenue increase, it means that national saving also increase and lead the health care expenditure also increase. The estimated coefficient indicates that 1 percent increase in national saving will contribute to approximately 1.013 percent increase in the health care expenditure which is almost one to one ratio. Lastly, the equation reveals there is significant positive relationship between population age 65 above with health care expenditure. It is because when population aged 65 above increases and health care expenditure also increases, it shows people at the aged take care of their health. If more people at aged 65 above require a high demand of health care so the health care expenditure will increase.

**TABLE 4.5: THE GRANGER CAUSALITY AND VECM RESULTS FOR MALAYSIA**

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Short-Run Lagged Difference (Chi-Square)</th>
<th>VECM (t-statistics)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ LH</td>
<td>Δ LPOP 0.749604 (0.6874)</td>
<td>2.721024 (0.3872)</td>
</tr>
<tr>
<td></td>
<td>Δ LPOP 1.263292 (0.5317)</td>
<td>2.419832 (0.0225)</td>
</tr>
<tr>
<td>Δ LRGDP</td>
<td>Δ LPOP 1.263292 (0.5317)</td>
<td>2.951543 (0.2286)</td>
</tr>
<tr>
<td></td>
<td>Δ LRGDP 2.576003 (0.2758)</td>
<td>2.419832 (0.2982)</td>
</tr>
<tr>
<td>Δ LNS</td>
<td>Δ LRGDP 2.576003 (0.2758)</td>
<td>1.010207 (0.6034)</td>
</tr>
<tr>
<td>Δ LAGE</td>
<td>Δ LNS 0.635948 (0.7276)</td>
<td>1.538766 (0.6423)</td>
</tr>
</tbody>
</table>

Notes: ECTt-1 is the Error Correction Term
Since the variables are cointegrated in the model, so the Granger Causality test was conducted in the VECM framework. The results of Granger Causality based on VECM for Malaysia reported in Table 4.5. First and foremost, when apply health care expenditure as a dependent variable there are all variable affect the Granger Causality.

So, the population, real gross domestic product, national saving and population by aged 65 above will affect the health care expenditure whether increase or not. In the third column, when the population regard as a dependent variable, all variables show Granger Causality towards one another except real gross domestic product and national saving cannot effect the population. Meanwhile, national saving as a dependent variable, there are all variables indicate Granger Causality towards one another.

Finally, when population aged 65 above as a dependent variable, there are only two variables show the Granger Causality between that variable except population and national saving. Both of the variables cannot indicate the Granger Causality.

Based on ECT column under VECM (t-statistics), it shows the long-run causality which is any changes in the dependent variables that leads to widening or narrowing between dependent variables.

To estimate the kind of health care, coefficient in the VECM test will be referred.

For Malaysia, the health care is inferior goods because the value in coefficient is negative which indicates -3.4299. It is due to real gross domestic product (RGDP) increases, whereby health care expenditure decreases. Therefore, the Malaysian government must improve their services in health care to obtain normal goods. Even though public health care is considered cheap and has complete facility, the public health care is still considered as inferior goods because in Malaysia income is not significant with health care which value 1.1166.

It means that there is no difference in income of population in which every person normally gets average income based on their level of study. Ultimately, as Malaysia's economy strengthens, the health care market will increase.

The government actually increased the allocation for public health and medical services. It means government's new efforts are to streamline and improve the delivery of healthcare services to obtain health care which is normal goods.
4.5. Causality Results

Fig. 4.1 shows a summary of causality result for Malaysia. All variables imply changes in health care expenditure. If health care expenditure changes, so population, income, national saving and population aged 65 above also change. While, the changes in these variables also influence changes in health care expenditure, so if health care expenditure increases, it leads to an increase in all variables. It can be seen that health care expenditure is very important in an economy. Then, if population changes, health care expenditure, income, national saving also change except population aged 65 above. Meanwhile, if income as a dependent, it changes in health care, population and aged 65 above. For example, increasing in income, so the government can spend more in health care, hence it will also increase in population and population aged 65 above. Besides that, if population aged 65 above as a dependent and it changes, there are changes in all variables. Lastly, changes in national saving will lead to changes in four variables.

6. CONCLUSIONS

The main objective of this paper is to investigate the long-run relationship between health care expenditure and income in Malaysia. In time series analysis, a stationary test usually is the first step. The stationary time series that are controlled by an Augmented Dickey Fuller (ADF) and Philip Perron (PP) test indicates that the most variables are non stationary in levels. The similar steps of unit root test are repeated on the first difference of the series. The results confirmed that all variables are stationary at the first differences. Then, if the results for unit root test were stationary in the same order, the second step will be preceding which is the Johansen cointegration test.
The cointegration test employs to determine the existence of long-run relationship between variables. Clearly, the Johansen test concluded the existence of at least one co-integration vector for Malaysia. These results suggested that health care expenditure variables are co-integrated with either of the variables. It has appeared that health care expenditure and other variables move together in the long-run. Then, vector error correction method (VECM) is used to identify the effect between health care expenditure and income in the short-run. From this test, the kind of goods health care expenditure is found. Health care expenditure is an inferior goods in Malaysia. It is because when gross domestic product increases, health care expenditure decreases. Lastly, the Granger Causality test is used to determine whether one time series is useful in forecasting between another. The results found that all variables namely population, population aged 65 above and national saving will lead to effect health care expenditure. So, this research proves that in the long-run, there is a relationship between health care expenditure and income. Other variables also influence health care expenditure in the long-run.

In conclusion, it is recommended that Malaysia should invest in health care because it gives benefit and improve the effectiveness and efficiency of the health system for all nation and also the ability to contribute towards achieving better health for the growing population and also to increase the economy. For future research, other variables should be considered into the model to estimate that other factors could be affected in health care expenditure in the long-run. Future research should focus into both the demand and supply side of public health care. Hence, this study serves to be as a preliminary study which motivates researchers to explore further issues related to public and private health care especially in Malaysia.
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